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ABSTRACT

Medical archives processing is a very important task in a
medical information system. It generally consists of three
steps: medical archives recognition, feature extraction and
text classification. In this paper, we focus on empowering the
medical archives processing with knowledge graphs. We first
build a semantic-rich medical knowledge graph. Then, we
recognize texts from medical archives using several popular
optical character recognition (OCR) engines, and extract
keywords from texts using a knowledge graph based feature
extraction algorithm. Third, we define a semantic measure
based on knowledge graph to evaluate the similarity between
medical texts, and perform the text classification task. This
measure can value semantic relatedness between medical
documents, to enhance the text classification. We use medical
archives collected from real hospitals for validation. The
results show that our algorithms can significantly outperform
typical baselines that employs only term statistics.
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1 INTRODUCTION

Electronic information systems have become very popular in
the healthcare industry. Existing systems have focused on
supporting medical practice in a big data setting [6]. However,
in developing countries, many hospitals do not have advanced
information systems. Before we deploy big data analytics for
healthcare, it is important to address the medical archives
processing problem [10]. Historical medical archives often
contain very valuable knowledge, providing prior medical
information for patients. However, most of them are paper
archives, making it difficult to apply those valuable knowledge
to medical research. Therefore, several OCR based methods
have been proposed to convert medical archives into electronic
records (e.g., [10, 12]). In practice, it is more meaningful to
assign the medical archives with class labels. Several studies
employ typical classification techniques for label assignment
(e.g., [5]), assuming that the recognized information by OCRs
are legible, which unfortunately is not true in practice [10].
Recent works try to employ deep learning models for text
classification [3, 7]. However, such methods may incur heavy
training cost.

This paper presents a novel Knowledge Graph based
Medical Document Mining Framework called KG-MDMF
with three main components, including medical knowledge
graph construction, medical archives processing and text
classification. First, we construct a semantic-rich medical
knowledge graph using real clinical data, web resources and
medical dictionaries. Second, we recognize texts from medical
archives based on OCR engines, and extract keywords from
the texts. The keywords are further used to classify medical
documents in the third component. With the support of the
knowledge graph, we define a semantic similarity between
medical texts to support the text classification task. Our
main contributions are as follows:

∙ We build a semantic-rich medical knowledge graph,
using entities and relationships that are extracted from
various resources.

∙ We propose a domain-specific word similarity measure
based on the knowledge graph to select representative
keywords for medical texts.

∙ We define a semantic similarity between medical texts
using the knowledge graph, which is used to enhance
typical text classification algorithms. Experiments also
show encouraging results that the improved algorithms
can outperform the baselines.
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2 METHODS

2.1 Knowledge Graph Construction

Over the years, we focus on building a semantic-rich medical
knowledge graph using web resources in the medical domain
(e.g., Wikipedia1), medical dictionaries (e.g., ULMS2) and
real clinical data. We first built a basic knowledge graph using
entities and relationships from medical web resources and
dictionaries. Then, we extracted entities and relationships
from clinical data using word segmentation tools [11]. For
the uncertain results, we submitted crowdsourcing questions
to the expert Q&A system, and selected the correct answers
using the majority vote algorithm. Those verified results
would be integrated into the knowledge graph. Finally, we
extracted six types of entities (Drug, Disease, Symptom,
TestItem, Drug Category and Disease Category) and four
types of relationships (HasSymptom, Diagnose, Treat and
Subcategory-of). We semantically grouped entities of the
same category together and formed a tree-like conceptual
hierarchy. We have published partial conceptual hierarchies
online in http://47.94.174.82:8080/ADDS/index.jsp.

2.2 Semantic Measures

We define a similarity score to measure the semantic closeness
between two entities by considering their category chain in
the corresponding conceptual hierarchy.

Definition 2.1 (Category Chain). Given an entity 𝑒 which
is mapped to its parent category 𝐶, the category chain 𝐶𝑒

of entity 𝑒 is a set consisting of all the categories that are in
the path from the root category to category 𝐶.

Definition 2.2 (Conceptual Distance). Given two entities
𝑒1 and 𝑒2 with their parent categories 𝐶1 and 𝐶2 respectively,
the conceptual distance 𝐶𝐷(𝑒1, 𝑒2) between them is defined
as the number of hops in a shortest path from category 𝐶1

to category 𝐶2.

Definition 2.3 (Conceptual Similarity). Given two entities
𝑒1 and 𝑒2 with their category chains 𝐶𝑒1 and 𝐶𝑒2 , the con-
ceptual similarity 𝐶𝑆(𝑒1, 𝑒2) between them is computed as

𝐶𝑆(𝑒1, 𝑒2) =
𝐶𝑒1

∩𝐶𝑒2
𝑑×max{𝐶𝐷(𝑒1,𝑒2),1}

, where 𝑑 is the depth of the

conceptual hierarchy.

The conceptual similarity is used to evaluate two entities
belonging to the same conceptual hierarchy. Otherwise, we
have 𝐶𝑆(𝑒1, 𝑒2)=0. If 𝑒1 = 𝑒2 and 𝑑 = 0 (i.e., we have only
one entity in the hierarchy), we have 𝐶𝑆(𝑒1, 𝑒2)=1. We also
define a similarity score to measure the semantic closeness
between two entities in the knowledge graph.

Definition 2.4 (Semantic Distance). Given two entities
𝑒1 and 𝑒2 in the medical knowledge graph, the semantic
distance 𝑆𝐷(𝑒1, 𝑒2) between them is the number of hops in
the shortest path connecting them.

The distance can be computed using the shortest path
searching algorithm3. Then, we define the semantic similarity

1http://wiki.dbpedia.org
2http://ulms.org.uk
3https://en.wikipedia.org/wiki/Shortest path problem

between two entities in the medical knowledge graph as
inversely proportional to their distance, i.e., 𝑆𝑆(𝑒1, 𝑒2) =

1
max{𝑆𝐷(𝑒1,𝑒2),1}

. If there is no path connecting these two

entities, then the semantic distance is defined as infinite.
That is, the semantic similarity between them is equal to 0.

Definition 2.5 (Entity Similarity). Given two entities 𝑒1
and 𝑒2 from medical texts, the similarity 𝐸𝑆(𝑒1, 𝑒2) between
them is 𝐸𝑆(𝑒1, 𝑒2) = 𝛼𝐶𝑆(𝑒1, 𝑒2) + (1−𝛼)𝑆𝑆(𝑒1, 𝑒2), where
𝛼 is the weight (𝛼 ∈ (0, 1]).

Given two medical texts 𝐷1 and 𝐷2 with their word vectors
𝑊𝐷1 and𝑊𝐷2 , we map each word in the vectors into an entity
in the medical knowledge graph. Then, we have two entity
sets 𝑈 and 𝑉 . Suppose 𝐸∈𝑈×𝑉 is a set of edges weighted by
the entity similarity 𝐸𝑆(𝑒𝑖, 𝑒𝑗) between each pair of entities
𝑒𝑖∈𝑈 and 𝑒𝑗∈𝑉 , we could form a perfect bipartite graph
𝐺=(𝑈, 𝑉,𝐸) and define the semantic similarity as follows.

Definition 2.6 (Text Semantic Similarity). Given two med-
ical documents 𝐷1 and 𝐷2 with their normalized entity sets
𝑈 and 𝑉 of the same cardinality and assuming that 𝑃 : 𝑈→𝑉
is a bijection. The semantic similarity between them is

𝑇𝑆𝑆(𝐷1, 𝐷2) =

max
𝑃

∑︀
𝑒𝑖∈𝑈

𝐸𝑆(𝑒𝑖, 𝑃 (𝑒𝑖))

max{|𝑈 |, |𝑉 |} .

Here, |𝑈 | and |𝑉 | are cardinalities of the entity sets. The
computation of this similarity score can be formulated as the
maximum weighted bipartite matching problem, which can
be solved by employing the Hungarian algorithm [4]. If two
entity sets are of different cardinalities, ∅ node is inserted
into the bipartite graph for normalization. The similarity
between any entity and ∅ is 0.

Example 2.7. In Figure 1, we have two medical texts 𝐷1

and 𝐷2 with normalized entity sets 𝑈={Azithromycin, Chest
pain, . . . , Pneumonia} and 𝑉={Amoxicillin, Cough, . . . , ∅}.
We compute the entity similarity for each pair of entities in
𝐸∈𝑈×𝑉 . We take two entities with 𝑒1=“Pneumonia” and
𝑒2=“URTI” as an example. Due to the conceptual hierarchy
in Figure 1 (a), we compute their conceptual distance as
𝐶𝐷(𝑒1, 𝑒2)=1, as there is an 1 hop path between their parent
categories (“LRTI→Respiratory infection”). We also have
𝐶𝑒1={LRTI, Respiratory infection} and 𝐶𝑒2={Respiratory
infection}. Thus, 𝐶𝑒1∩𝐶𝑒2=1. We compute their conceptual

similarity as 𝐶𝑆(𝑒1, 𝑒2)=
𝐶𝑒1

∩𝐶𝑒2
𝑑×max{𝐶𝐷(𝑒1,𝑒2),1}

=1/2. We then

calculate 𝑆𝐷(𝑒1, 𝑒2)=3, as there is a shortest path of 3 hops
in the knowledge graph (“Pneumonia→LRTI→Respiratory
infection→URTI”). Thus, 𝑆𝑆(𝑒1, 𝑒2)=

1
max{𝑆𝐷(𝑒1,𝑒2),1}

=1/3.

We have 𝐸𝑆(𝑒1, 𝑒2)=𝛼𝐶𝑆(𝑒1, 𝑒2) + (1−𝛼)𝑆𝑆(𝑒1, 𝑒2)=0.42.
Here, we set 𝛼=0.5. Given similarity values for all pairs of
entities, we can form a bipartite graph and find a maximum
matching illustrated as red arrows in Figure 1 (c). Then, the
text semantic similarity 𝑇𝑆𝑆(𝐷1, 𝐷2) is obtained by dividing
the summation of entity similarity values in the maximum
matching to |𝑈 |.
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Figure 1: An example for illustrating the proposed techniques

2.3 Medical Archives Processing

The second component of KG-MDMF has three modules:
OCR recognition, preprocessing and keyword extraction. The
OCR recognition module extracts texts from medical archives
using several OCR based engines. With recognized medical
texts, the preprocessing module filters out the words that do
not contribute to the classification task. Given a medical text
𝐷, we split it into a set of candidate words 𝑊𝐷 using Jieba
[13] and remove stop words from 𝑊𝐷 occurring frequently in
all medical texts. In the keyword extraction module, we map
each word in 𝑊𝐷 to an entity of the medical knowledge graph.
Then, we have an entity set 𝐸𝐷 for each medical text 𝐷. We
first build a graph model for 𝐷 using the semantic relatedness
among 𝐸𝐷 based on the knowledge graph. For each pair of
entities 𝑒𝑖 and 𝑒𝑗 in 𝐸𝐷, we compute their semantic similarity
𝑆𝑆(𝑒𝑖, 𝑒𝑗). If the value is larger than 0, we create an edge
between them and assign the value as the weight to the edge.
Based on the graph model, we adopt the TextRank algorithm
[8] to rank the nodes for extracting representative keywords.

2.4 Improved Classification Algorithms

2.4.1 The Improved KNN Algorithm. A medical document
is assigned to a class by a majority vote of its 𝑘 nearest
neighbors. The training data are vectors in a multidimensional
feature space (we use the keyword or entity as the feature),
each with a class label (we use the disease as the class label).
KNN [1] classifies a given medical document in two steps.

In the training step, it stores the entity vectors and class
labels of the training medical documents. In the classification
step, given a user-defined constant 𝑘, an unlabeled medical
document called a test point is classified by being assigned
the label which occurs most frequently among the 𝑘 training
medical documents nearest to the test point.

The typical KNN algorithm commonly used the cosine
similarity as the distance metric between two term frequency
vectors using 𝑡𝑓 -𝑖𝑑𝑓 weights. Recent studies take into account
of the semantic information (e.g., [5, 9]). We define a novel
similarity measure 𝑆𝑖𝑚(𝐷1, 𝐷2) by considering both the data
statistics and the semantic information:

𝑆𝑖𝑚(𝐷1, 𝐷2) = 𝛽𝑊𝐸𝑆(𝐷1, 𝐷2) + (1− 𝛽)𝑇𝑆𝑆(𝐷1, 𝐷2).

𝑊𝐸𝑆(𝐷1, 𝐷2) is a similarity considering both 𝑡𝑓 -𝑖𝑑𝑓 and
word embedding [9]. 𝑇𝑆𝑆(𝐷1, 𝐷2) is the text similarity from
Definition 2.6 and 𝛽 is the weight.

2.4.2 The Improved SVM Algorithm. SVM is a supervised
learning algorithm, which can support binary classification.
In medical practice, data are often not linearly separable
in the feature space. To solve non-linear problems, studies
based on the kernel trick are proposed, such as the linear
kernel and the Gaussian kernel function. It has been shown
that a Gaussian kernel performs a mapping into an infinite
dimensional space, which can better handle the case when
all classes are not linearly separable in the input space and
often yields better performance than the linear kernel [2]. We
use the SVM algorithm based on a semantic-based Gaussian
kernel as a baseline [2]:

𝐾(𝐷1, 𝐷2) = 𝑒𝑥𝑝(−𝛾||(𝐷1 −𝐷2)
𝑇𝑃𝑇𝑃 (𝐷1 −𝐷2)||2).

Here, 𝛾 is an adjustable parameter of the kernel function.
In general, its default value is set as 1

𝑁
, where𝑁 is the number

of features. 𝑃 is any appropriately shaped matrix. The matrix
𝑃 typically encodes pairwise term similarities by considering
the concept similarity, which is inversely proportional to their
shortest path distance in a conceptual graph.

In this paper, we employ the semantic-based kernel by
considering the semantic relatedness from both the concept
hierarchy and the medical knowledge graph. That is, we
compute the pairwise term similarities in 𝑃 using the entity
similarity in Definition 2.5.

3 EVALUATION

We conduct experiments on a server with 32GB memory,
running Centos 5.6. All the algorithms are implemented
using Python.

3.1 Settings

An EMR dataset and a medical archives dataset (MRD) are
collected from Chinese hospitals [11]. The EMR has 45, 000
samples that are admissions from 2010 to 2018, containing
20 total class labels (we use disease code as the class label).
Clinical data including demographics, lab tests, diagnoses
and medications are collected. For each admission, there is
one disease code. The MRD has 15, 000 samples that are
admissions from 2008 to 2014. For text recognition, we use
two OCR tools: ABBYY4 and Baidu AI5. 5, 000 samples are
recognized with explicit class labels. The well-labeled 50, 000
samples from both datasets are used as the training samples,

4http://www.abbyychina.com
5http://ai.baidu.com/docs#/OCR-API/top
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and the remaining unlabeled 10, 000 documents are used as
the testing samples. Table 1 shows the statistics and Table 2
shows the parameter settings.

Table 1: Dataset statistics

Datasets No. of features No. of samples

Training samples 200 50,000

Testing samples 192 10,000

Table 2: Parameter settings

Parameters Setting

𝑘 for the KNN classification 20

𝛼 0.5

𝛽 0.5

𝛾 0.005

To evaluate the accuracy for the testing data, we conduct
an empirical study with the help of an expert Q&A system.
For example, given the classification result on one medical
archive, we designed a simple yes or no question, which
was distributed into the expert Q&A system for collecting
answers from experts (i.e., doctors from real hospitals): Does
the patient of this medical archive have the disease of the
given class label? Experts can choose “yes” or “no” to answer
the question. We statistically analyzed the collected answers
and the given class label is considered to be correct only
when all the answers are “yes”. For 10, 000 testing samples,
we collected their answers and obtained 2, 400 samples with
validated class labels. We compute the average values of
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙 and 𝐹 -𝑚𝑒𝑎𝑠𝑢𝑟𝑒 for all classes in 2, 400
samples as the evaluation metrics.

3.2 Results on text classification

We used the KNN [1] with pure𝑊𝐸𝑆, SVM [2] with semantic-
based Gaussian kernel and CNN [3] algorithms as baselines.
Table 3 shows the results for text classification. The improved
KNN algorithm called KG-KNN and the improved SVM
algorithm called KG-SVM respectively outperform the KNN
and SVM baseline algorithms. A surprising result is that the
improved SVM algorithm even outperforms the costly CNN
based method. By comparing and analyzing the results on
each metric, we also draw a conclusion that the semantic
relatedness can highly improve the recall of the classifier.

4 CONCLUSION

This paper presents a medical archives processing framework
called KG-MDMF with the support of knowledge graphs.
The experimental results have proved that the KG-MDMF
can outperform the typical text classification algorithms on
various metrics. We surprisingly found that the improved
SVM algorithm could perform better than the costly deep
learning algorithm.

Table 3: The results on classification

Algorithms 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑅𝑒𝑐𝑎𝑙𝑙 𝐹 -𝑚𝑒𝑎𝑠𝑢𝑟𝑒

KNN 0.57 0.48 0.51
KG-KNN 0.58 0.55 0.56
CNN 0.72 0.71 0.71
SVM 0.71 0.6 0.65
KG-SVM 0.78 0.75 0.76
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